Advanced Networking and Smart Applications
Laboratory (ANSA) - Introduction

School of Electrical and Electronic Engineering
Hanoi University of Science and Technology




Contents

B About HUST and SEEE
B Research topics



Contents

B About HUST and SEEE
m



BAIHQC Established in 1956

37.000 students

1900 employees, including 1200 faculty members
27 schools and research institutes

Leading technical university in Vietham
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HUST's Computer Science, Electronics and Electrical Engineering Ranking

H 301 — 400 (THE 2019) for Engineering
and Technology

m Top 301 - 350 (QS ranking 2022) in
Electrical and Electronics Engineering
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School of Electrical & Electronics Engineering

SEEE

School of Electrical & Electronic Engineering

B 240 staff members
B ~ 9500 graduate and undergraduate students
B Research areas

O
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Communication engineering: networking, wireless
communication systems

Microwave, antennas and optics

Embedded systems and reconfigurable computing
Signal and information processing

Bio-medical engineering

IC design

Aero-space electronics

Electricity and renewable energy systems

Smart sensors

Intelligent control and multi-agent systems

High performance electric machines

Power electronics and electric drives/electric vehicles
Motion controls and robotics




ANSA Laboratory

B Members
O 5 Professors
O 4 PhDs
(| 2 PhD students
O 35 undergraduate and master students

B  Research topics

Future Internet technologies 5G and beyond: networks and services

Cloud and edge computing Al-assisted network slicing
Green edge-cloud computing and End-to-end network slicing optimization
networking 5G core virtualization
Efficient network virtualization and NFV in Softwarized RANs: ORAN/CRAN

the cloud and edge
Edge intelligence

Internet of EveryThings Future Internet applications and services

Energy-efficient embedded systems

Radi f and Smart city
adio resource management an Smart agriculture
scheduling in WSNs Alin loT

Smart Parking & ITS
Network security
SDN-based network security
Network security for 0T
QoS and QoE in future internet
QOoE for network services (Virtual Reality
and video streaming)




ANSA - Laboratory — Members
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Prof. Nguyen Huu Thanh .
(FI, edge/cloud, QoS, network Prof. Nguyen Tai Hung Prof. Truong Thu Huong Dr. Nguyen Xuan Dung Dr. Luu Quang Trung

security) (FI, network security, network slicing)  (FI, 10T, network security, QoS/QoE) (10T, Cloud) (5G, network slicing)

Y/

Dr. Nguyen Huu Phat Prof. Tran Quang Vinh Dr. Phung Kieu Ha Dr. Tran Thi Ngoc Lan
(FI, 10T, Al, image/video procesing) (WSN, loT) (WSN, loT, Machine to Machine) (WSN, loT, Machine to Machine)
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Research Topics

5G and beyond

SGCORE
ORAN/CRAN

Future Internet technologies

Green edge-cloud computing
and networking

Cloud and Efficient network virtualization
Edge Computing and NFV

Edge intelligence

loT

Radio resource management and
scheduling in WSNs

QoS & QoE
in FI

Network  SPNvbasednetworkseaury
Security Network security in 10T

Future Internet
applications and services
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Green Cloud and Edge Computing

Device level

Energy profiling of server and network devices

Energy-aware hardware network devices (rate adaptation and
standby)

——————————————————————————————

PhVSicaI network level K A Vi Y Physical Substrate
i %% % G ‘ : (core network + DC)

Real DC traffic modelling i :
Energy aware network architecture design B Y M

Energy aware optimization algorithms and protocols
Testbed

————————————————————————

Abstract level ' vooL . | | vDCn
Energy aware virtual data center embedding algorithms 1 | l” \"
Energy aware network function virtualization/SFC embedding e
TeStbed Virtual Network/Virtual DC
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Green Cloud and Edge Computing (cont...)

B ECODANE - Reducing Energy COnsumption in DAta
Center NEtworks based on Traffic Engineering

m 160.000 USD funded funded by Ministry of UNIVERSITAT
WURZBURG

Science and Technology (VN)
B Duration: March 2011 — September 2013

B Collaboration with University of Wuerzburg
(Germany)

B Towards Green Cloud Computing in Heterogeneous
Network Infrastructures

B 167.000 USD funded by the Office Naval
Research Global (ONRG - USA)

B Duration: 2017 — 2020
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Green Cloud and Edge Computing (cont...)

Device level prmmTmmmmem e

Energy-Aware Network Devices ' switch {
Study energy properties of devices i
* Energy profiling R

\ e

« Server :

* Network devices
Design energy-aware network devices based on
* Rate adaptation
« Standby

NetFPGA vs HP Enterprise switch (16 ports)
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Green Cloud and Edge Computing (cont...)

Physical network level

Energy-Aware Data Centers and Networks
Real DC traffic modelling
Energy aware network architecture design
Energy aware optimization algorithms and protocols

TeStbed ST e w oW z‘r i \ Physical Substrate
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Green Cloud and Edge Computing (cont...)

Abstract level

Energy-Aware NV/NFV
Energy aware virtual data center embedding algorithms

Energy aware network function virtualization
Testbed

| (Openflow-enable
Switches)

VNRI1 (iodes & links demand)
Virtual Network 1.0
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Efficient network virtualization and NFV

B Research activities
0 Edge-Cloud-based testbed
¢ Use case: IP traffic camera network for smart city
O Profiling and modeling
¢ Resource utilization in edge-cloud

O Edge-cloud service chain embedding
¢ Efficient heuristic service chain embedding for edge-cloud paradigm
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Efficient network virtualization and NFV (cont...)

Testbed

» Use case: IP traffic camera network for smart city
» Intelligent traffic intensity detection at intersection
+ Development of smart camera with embedded edge computing

e Clotaliesibienlnore: Service Function Chaining in Edge-Cloud
* Architecture design

« Platform for edge-cloud virtualization and resource management

SFC request

Capture Decode i~ Density Receive
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Efficient network virtualization and NFV (cont...)

Testbed

Use case: IP traffic camera network for smart city

» Intelligent traffic intensity detection at intersection
Development of smart camera with embedded edge
computing
Edge-Cloud testbed model

* Architecture design
+ Platform for edge-cloud virtualization and resource
management

Service Function Chaining in Edge-Cloud

SFC request

Receive
(4)
A J

Decode
(2)
L4

Capture Density

™ )

= = g Service mapping

-o »SFC Physical path

. s .

DR

Physical substrate

Server - Cloud

Cloud resources state

Management

Centralized

Maonitoring
Prometheus

HTTP AP

Y
SFC

REST AP

Provisiening
OpenStack
Compute

Hypervisor
Nova

Block Storage

Cinder
Network

Hypervisor
Neutron

}

Kuryr-driver

Container ‘

embedding
algorithm

Orchestrator
Kubemetes

Edge resources state

Cloud tier
HTTP API v VM
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REST &P
-‘ POD ‘ POD
DOCKER DOCKER |
& i
: i
< LD
| Intemet <
——
Edge tier ' i
. ¥
EC
,| POD |
r i 3
Data tier / \

|

Cameras VR headsets

0 W

Smartphones

SENS0rs
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Efficient network virtualization and NFV (cont...)

Profiling and Modeling

Measurement and modeling of SFC resource utilization
CPU and memory

Bandwidth
Power consumption (edge device and server)
Latency
[ ] Power consumption
1. For a Raspberry Pi
PAE) = (Poserimet ) Po(E) X 1) X ¥ (W)
Vs €S
2. For entire edge system
P(t) = Z state(i,t) X P.(t) (W)
viel
3. For server
P(u) = Pigie + (Pbussy - Pidle)(zu - ur)
[ | Bandwidth consumption
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[ ] System temperature
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Efficient network virtualization and NFV (cont...)

Service Chain Embedding

Efficient heuristic service chain embedding algorithms for edge-cloud

paradigm

« Power and resource efficiency
« Simulation-based, deployable on testbed

Acceptance ratio of the system
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Edge Intelligence

B Problem statement

O Centralized ML-based value-added service platforms
¢ Privacy issues as data should be sent to the cloud
¢ Latency and QoS as data are centrally processed
¢ High network resource utilization as big data are sent over the Internet

- Distributed edge-cloud intelligent methods and platforms

22



Edge Intelligence (cont...)

B Research activities

O Distributed AI models and
testbeds

¢ Data parallelism
¢ Model parallelism

O Task scheduling for distributed Al

¢ How to optimize ML-tasks for
different, heterogeneous computing
devices?
O Edge intelligence for network
security

¢ Botnet detection at multiple network
gateways
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Edge Intelligence (cont...)

Model parallelism over edge devices

Deep learning models are processed over multiple edge devices
« Utilize the scattering resources of edge devices
« Able to run massive deep learning model by collaboration between edge
devices
« Trade-off between computing and communication
SFC model can increase elasticity
« Part of deep learning model resides in VNFs placed dynamically at edge or

cloud
Offloading Deep Learning tasks are leveraged by VNF migration

/ \ / .
/ \ / Exchange gradient,
/ \ / weights, etc.

SFC-based distributed Al
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1st half of model

—_———

2nd half of model
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Edge Intelligence (cont...)

B Dynamic Scheduling for Federated Learning
O Dealing with heterogeneous computational capacity and data distribution

(IID and non-IID)

O Evaluate “importantness” of an edge device in the training pipeline
O Optimize training pipeline using computational capacity and importantness

of each edge device

idle time

_ training time

Time threshold T .
Time threshold T

&%

i

client 1

client 2
Mumber of samples in client 3 get accumulated

client 3

Round 1

Round 2

Optimize training pipeline

Before training After training

Embedding of domains reduced with PCA
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Edge Intelligence (cont...)

B Botnet detection based on Domain Generation Algorithm (DGA)
O Classify Benign/DGA domains based solely on domain strings

O Deep Learning with Embedding and LSTM model

1)
Infection
attacker l x
‘n‘ malware
L1 1
TT1
TTT -
QL Firewall AN
victim system
— O
— O
— O
AGD: algorithmically generated domain
DNSJ.FQ:E: ttttttttt C&C server Data exfiltration

HTTP — based phishing
DDoS attack

How DGAs operate

LSTM Model performance for each training round
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SDN-based Network Security

B Why SDN in network security?

O "Bird view" of network

¢ Monitoring different points of
network

— Traffic states in a node
— Traffic matrix of the whole networks
O Flexibly deployment of
intelligent security algorithms in
the control plane
¢ AI, machine learning, fuzzy

O Flexibly enforcing rules in
network nodes on-the-flight

controller
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SDN-based Network Security (cont..)

B National research project

O Research and Development of a Traffic Monitoring and DDoS
Detection System based on Software Defined Networking Technology

¢ 195.000 USD funded by Ministry of Science and Technology

¢ Duration: 2016 — 2017
¢ In collaboration with University of Liverpool, UK

28



SDN-based Network Security (cont...)

B Research activities
O Traffic analysis
0 SDN-based network architecture design
0 DDoS detection and mitigation
O Testbed and benchmarking
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SDN-based Network Security (cont..)

B Traffic analysis and characterization based on real traces
O ISPs in Vietham (NetNam, etc.)
O CAIDA 2007, 2013 — 2018
O ddosdb.org

B Emulated traffic from tools such as Bonesi

Classification Algorithm

ireshark 10 Graphs: ec33535d853bee050aa59b60e3f545da.pcap 0.70 1 . @ Training Normal
(] ® Test Normal

48000 -
e
40000
P

Total packet
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SDN-based Network Security (cont...)

B SDN-based architecture design

O

O

SDN-based security gateway (OvS) - Extended OF switch with

¢ Traffic monitoring functions
¢ Data pre-processing
¢ Anomaly detection

Controller (POX/Ryu)

¢ Policy enforcement

Local Threat Intelligence (LTI)

¢ Running ML algorithms for DDoS detection and mitigation
— Attack classification
— Attack mitigation

¢ Allow decoupling the SDN controller with well-defined functionality from

security-specific tasks
¢ LTI on cloud can be scaled up or down depending on load

NFV-based Security-as-a-Service

¢ Security service chain = easily scale up and down and adding more security

functions

@@

GW1

53

Attack traffici)

Virtual security switches Cloud
Sy

[

y
Monitoring |
~

Local Threat Intelligence
Machine learning algorithms
*Anomaly detection
*Attack classification
*Attack mitigation

"~.._‘_ _’_,af'

North-bound interface

Controller (POX/Ryu) ]

~ |LOFP (extended) L~

y

ﬂvs

Traffic data

pre-processing

Traffic
Monitoring

~

Forwarding
table

\ 4

e

Y Vv VY

switching

Policy enforcement
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SDN-based Network Security (cont..)

. ag = . ROC Curve entropy of ip and port source with window_size = 2
B DDoS detection and mitigation | S e g =
. . ] 0.98 . -n
O Advanced machine learning algorithms to o« coeesm 5 ..' \ o . °
0.94 L]
¢ Detect anomalous traffic 1o Liveemwr 4
1 2 o9 1z 2] LA o. L [s=} ° [ ]
¢ Detect kinds of attack F| g S, ?.ﬂ,-»‘.'.'.":"
— TCP SYN flooding I e 000 s A Y
— ICMP flooding ot ] - S e al” i [P S .
— DNS amplification 0.82 ; = Cutpoint of OCSVM model 1{ e o o o ° _ n.orr:al
¢ Mitigate attacks once attacked is detected and ™o oo o o5 er e ec P e r e et ““
classify tme
¢ Performance evaluation of various ML algorithms in Network traffic matrix

realtime (/atency, accuracy, recall, precision, Fscore)

O Anomaly traffic detection based on traffic matrix

¢ Destination-based traffic monitoring based on traffic
matrix

O Trace-back mechanisms and policy enforcement

¢ Based on knowledge of the sources of attack

— Corresponding policies on corresponding network nodes can be
enforced
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SDN-based Network Security (cont...)

M Testbed and benchmarking

O Emulate real traffic in real e
networks coc " o C
0 Evaluate behavior and L P g
performance of network bt e L
devices under normal and vr = O
attack o L
O Create a common AN
environment for testing and
bench marking N
o Network devices, incl.  w — B —
controllers and switches NW
¢ Newly developed security
algorithms/mechanisms L



SDN-based Network Security (cont..)

Network Security for IoT

« Anomaly detection at WIFI access interface
« Data collection and analysis

« Data preprocessing technique at the edge
« Light weight protocol
« Detection algorithms

Security Threat . Internet
Database based loC

M2M Application Domain
(city officials, busenesses
and residents)

O N 2 U P PSP e | e e ————— [o)]
A /’ ‘\ c
/ \ g
e Clean and 2 Training
M2M Network Domain Input 1 Transform Data
(Cloud} Network
Management AI/ML
Access Network (ISP)/internet Functions Intemet Service Provider )
Input 2 Raw Feature algorithms RS
Data Engineering d}

M2M Gateway .
- Gatewsy N e "
Input 3
M2M Area

M2M Area L\Nei»i‘jf/
M2M Device and Gateway Network
Private/Public area with free Wi-Fi

Domain
((ri)l

wi-Fi |F Hotspot(s) T
sensor

M2M Sensor Device M2M Sensor Device

Wi-Fi
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Edge-Cloud-based Network security for IoT-based ICS
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QoE for network services

QoE-based HTTP Adaptive Streaming

5 ~
!:.".\
. . . .f ")_. —
* Architecture HTTP Adaptive Streaming over SDN 2 N ~——
- Bit rate adaptation at clients ¢ ﬂ
. . 34 L
* Routing and resource allocation by the SDN § / W — AcG.DF
& | | ~=- SARA
controller 5.0 LG
Z Wi oo e AGG_RR| | e
g o —— MUNTH
o P -
1 Y . -
'.\ N, b ’,,’ .
“ :'-'..:- P (R [P - _f"
Devices Manager | Messages Observer S Bl SR T
0_
Route Manager Topology Manager 0 50 100 150 200 250 300
Segment
Traffic Engineering
Algorithm 1: Bitrate Adaptation Algorithm - MUNTH
Inipit: T Ry, Bi, BT, Dy RTT, D%, 8D
SDN Controller Output: I,
L 15449 XRG4+ (1—9) XT3 // Estimate throughput.
2 Ii+1 «—0
3 if D, < DT" then
Client 4 | Request for a new path;
5 else
6 for j« Q —1to 0do
MPD Analyzer 7 Bfis 4B+ SD— BIT — %‘ // Estimate buffer level.
Parameter Content Annotation 8 if Bf,, > B™" then
Estimation 9 | Bgo=4
Rate Adaptation Media Preparation a0 end
11 end

12 end




QoE for network services (cont...)

QoE-based Virtual Reality

Measurement methods to evaluate quality of VR (360° image)

« Evaluate weights (w) of each pixel

Lens

FIGURE 1: Typical viewing geometry in VR systems

Far periphery

Near periphery
Perifovea

Parafovea /\&/ Fovea

]

Periphery Macula Periphery

FIGURE 3: Five regions of the retina
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QoE for network services (cont...)

QoE-based Virtual Reality

« Measurement methods to evaluate quality of VR (360° image)

« Evaluate weights (w) of each pixel

Curve fitting
— with ey Coefficient

Blurring images by Software36
Gaussian filter 0lib[3]
Blurred 360°
_ |mage Extract
o viewport
| T

corresponding for 360° image
MOS

38
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QoE for network services (cont...)

QoE-based Virtual Reality

 Measurement methods to evaluate quality of VR (3600 image)

« w at area of 0-4 degree dominates of other areas
=> Should keep high quality in this area

« W at areas outside of 30 degree is low

=> Can reduce quality of 3600 images

A

(]
60 -40 -20 0 20 40
Eccentricity (pixel)

Comparison of measurement methods o _
1 w distribution according

08 1 to eccentricity

RMSE
o
(o))
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QoE for network services (cont...)

Current

L Buffered video
« Adaptation methods for Scalable 360-degree video streaming bf;f‘:jlllg BLI B2 B3 BL4
USing HTTP/2 to to+1 | | | Time
Reduce bandwidth required for 360-degree video | Buifered video
streaming Download ELs of e e
-1 seg #2 : : | 1 1 >
trade off between network and user adaptability bty T Time
Improve viewport bitrate | Buffered video
EL2
Download BLs of BL1 BL2 BL3 BL4 BL5
Algorithm 1: Tile Layer Selection seg #5 ;0 N ;+ ; : | : ‘ Time >
Input: M,N,R° RL Vi, wn(Vy)
OUtPUt: {lm}1§m§1\l .
11, +0for1<m< M; Trade off between network adaptability and
3 AR+ RE—T 1 i gl viewport adaptability using Scalable Video Coding
3 sortedTile < sort(w,,(V,)):
4fori=1to L—1do
5 foreach m € sortedTile do Algorithm 2: Late Tiles’ Layers Termination
6 if [,, <L —1and Rl»*! < AR then Input: {I"* 1 <m < M}
7 AR + AR — Rln+1, 1 for m =1t M do
8 lm = lm + 15 2 | foreach [ € ' do
9 end 3 send RST STREAM frame for the stream
10 end corresponding to layer /;
11 end 4 end

—
(]

return {/,, }1<m<n; 5 end 40




QoE for network services (cont...)

QoE-based Virtual Reality

Adaptation methods for Scalable 360-degree video streaming
using HTTP/2
» Reduce bandwidth required for 360-degree video

streaming
trade off between network and user adaptability
Improve viewport bitrate

Algo

rithm 3: Viewport-aware Tile Layer Updating

Inp

ut: Q(t), Q(t + At)

Calculate Q7" and Q°' using Eq. (5) and Eq. (6); BUTD2017 @ Proposed BUTD2017 @ Proposed

if [QV<*| > 0 then

end

1300 -

&

Select a tile m’ in QNVew;
foreach m € Q°“ do
set priority (m’,1,0);
send PRIORITY frame for tiles m;
end
foreach k& € QN°" do
9200

| send request for tile k: Trace #1 Trace #2 Trace £1 Trace £2
end Head Movement Trace Head Movement Trace

o
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IoT low-power wireless communications and applications

B | 0Ra: design and optimize low-power, duty-cycled operation scheme,

for remote setup/update parameters of LoRa IoT devices

B NB-IoT: design and implement NB-IoT module (navigation, remote
lock/unlock, velocity, battery monitoring...) for bikeShare application

B Zigbee/IEEE8B02.15.4: design and implementation of low-power
protocols for time-scheduled, channel-hopping communication,
network-wide time synchronization mechanism, routing and
scheduling based on Reinforcement Learning algorithm
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IoT applications interoperability

B oneM2M IPE for LoRa networks: design and implement Inter-
Proxy Entity for LoRa Gateway to integrate with oneM2M-based
networks

B oneM2M-based orchestration and management platform:
design and implement platform to manage computation tasks on
distributed hardware resources

43



Internet of Vehicles, Intelligence Transportation Systems

B Smart applications: smart parking management
[0 Magnetic sensor-based solutions
O Camera-based solutions
O bikeShare app, integrated with SPM

B Vehicular Fog Computing (VFC)
O cellular-based and DSRC-based communication

O oneM2M-based platform: design and implement platform to
manage computation tasks on distributed hardware resources

0 Resource Allocation and Task Assignment
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5G Initiatives

Service Management and Orchestration Framework

Non-Real Time RIC

 Activities regarding 5G
« Building the 5G Test-bed at HUST in cooperation
with HCL Vietnam using ORAN and Virtualized

Near-Real Time RAN
Intelligent Controller (RIC)

X2-u

Core functions (in progress)

Xn-u

Research project of “Al-assisted end to end

Network Slicing” (in collaboration with Viettel)

Research project of “Prototyping of 5G/6G Relay

Station using Reconfigurable Intelligent Surface for

frequency spectrum of under 6Ghz)

Conducting of corporate training courses to mobile

operators in Vietnam regarding 5G technologies:
SDN, NFV, ORAN, Network Slicing, MEC, etc. T

E1

chnon (UPF)

|
(TL\

OTP—U




Resilience-Aware Edge Computing for Slicing-Enabled O-RAN

B Edge computing + 6G O-RAN

E2 |

Slice 1 Near-RT |E2 | 0-RU
Slice 2 RIC
E2 | |
O-Cloud 0-Cloud ORAN PNF
Regional Edge |
Cloud Cloud

Multi-access edge computing (MEC) combined with open RAN architecture

Joint optimization of power control, resource blocks allocation, and mapping of virtual CU and DU functions for O-RAN slices

Al-assisted algorithms leveraging the capability of RAN intelligent controllers (RICs)

O O O O

Guarantee pre-defined QoS requirements for each dedicated services: eMBB, uRLLC, and mMTC



Contact

B Future Networking Group of ANSA Lab.

O Email:
¢ hung.nguyentai@hust.edu.vn
¢ thanh.nguyenhuu@hust.edu.vn
¢ huong.truongthu@hust.edu.vn
¢ ha.phungthikieu@hust.edu.vn

O 618 Ta Quang Buu Library Building
0 1 Dai Co Viet Str., Hanoi 10000, Vietnam
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Thank you!
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